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ABSTRACT

A series of numerical experiments where both physical and numerical model parameters are varied with

respect to a reference setup is used to investigate the physics of a stratocumulus cloud and the performance

of a large-eddy simulation (LES) model. The simulations show a delicate balance of physical processes with

some sensitivities amplified by numerical model features. A strong feedback between cloud liquid, cloud-top

radiative cooling, and turbulence leads to slow grid convergence of the turbulent fluxes. For a methodology

that diagnoses cloud liquid from conserved variables, small errors in the total water amount result in large

liquid water errors, which are amplified by the cloud-top radiative cooling leading to large variations of

buoyancy forcing. In contrast, when the liquid–radiation–buoyancy feedback is not present in simulations

without radiation, the turbulence structure of the boundary layer remains essentially identical for grid res-

olutions between 20 and 1.25m. The present runs suggest that the buoyancy reversal instability significantly

enhances the entrainment rate. Even though cloud-top radiative cooling is regarded as a key attribute of

stratocumulus, the present simulations suggest that surface fluxes and surface shear significantly contribute to

the total turbulent kinetic energy. Turbulence spectra exhibit inertial range scaling away from the confine-

ment effects of the surface and inversion. Fine grid resolution LESs agree with observations, especially with

respect to cloud liquid and vertical velocity variance, and exhibit grid convergence without any model tuning

or ad hoc model choices.

1. Introduction

Stratocumulus clouds (Sc) have a large impact on

Earth’s radiative balance because they cover about one-

quarter of Earth’s surface and strongly reflect incoming

solar radiation while having a small effect on outgoing

longwave radiation (e.g., Hartmann et al. 1992; Bretherton

1997; Stevens 2005; Wood 2012). Sc is one of the most

studied cloud systems (Stevens 2005) with several obser-

vational campaigns (e.g., Lenschowet al. 1988; Stevens et al.

2003a; Malinowski et al. 2013) and modeling studies (e.g.,

Moeng et al. 1992, 1996; Moeng 2000; Stevens et al.

2000, 2005; Yamaguchi and Randall 2008; Chung

et al. 2012; Yamaguchi et al. 2013; Van der Dussen

et al. 2014; de Lozar and Mellado 2015; Mellado et al.

2018) contributing to our knowledge of the bound-

ary layer physics. However, the parameterization of the

stratocumulus-topped boundary layer in global circulation

models remains challenging (e.g., Bony and Dufresne

2005; Bretherton 2015; Tsushima et al. 2016), mainly be-

cause of limitations in the physical understanding of the

factors controlling Sc cloudiness and entrainment.

The growth of computing power combined with ad-

vances in modeling methods is yielding high-fidelity

simulations of the atmospheric boundary layer with

large-eddy simulation (LES) often used as the currently

best available modeling methodology. Typically, LES

is sufficiently reliable and it is used to gain insight into

boundary layer physics and to inform the development

and evaluation of coarse-grained models. However,

LES of Sc has been more challenging compared to

other boundary layer types, such as cumulus-topped

boundary layers (e.g., Siebesma et al. 2003; Stevens

et al. 2005; Blossey et al. 2013), with Sc cloud cover,

liquid water path, and entrainment exhibiting large

variations between models.Corresponding author: GeorgiosMatheou,matheou@uconn.edu
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Even though the challenges in accurately simulating

Sc are pervasive, the causes are not clear. Amain goal of

the present study is to understand the source of difficulty

in LES of Sc and investigate model performance. Pre-

vious studies have hypothesized that a primary cause is

the sharp (i.e., large temperature jump in a thin layer)

inversion (e.g., Bretherton 2015; Pressel et al. 2017). The

boundary layer–free troposphere interface at the

cloud-top inversion is key to the dynamics and evo-

lution of the boundary layer and a large gradient (e.g.,

temperature difference Du ; 10K in a thin layer

;10m, which is comparable to the typical LES model

vertical grid spacing Dz) challenges numerical ap-

proximations. Flow features become underresolved

and turbulence model performance often degrades in

this very stable regime.

However, the ‘‘inversion strength hypothesis’’ is incon-

sistent with results of ‘‘dry’’ (without water condensate)

convective boundary layers (e.g., Schmidt and Schumann

1989; Sullivan et al. 1998; Sullivan and Patton 2011), which

can also include sharp capping inversions. In particular,

the dry convective LES runs of Sullivan and Patton (2011)

with inversion Du ’ 6K exhibit entrainment rate con-

vergence for Dz # 8m. The grid convergence criteria of

Sullivan and Patton (2011) and Matheou and Chung

(2014) imply grid convergence at about Dz 5 10m. The

underlying hypothesis of the present study is that

merely the sharp capping inversion should not lead

to poor model performance. Presently, the focus is on

nocturnal nonprecipitating stratocumulus cloud decks,

which is perhaps the simplest case with respect to

physical processes including, in addition to stratified

flow turbulent transport, vapor–liquid phase changes

and longwave radiative transfer. Accordingly, the case

of a nocturnal Sc corresponding to the first research

flight (RF01) of the second Dynamics and Chemistry

of Marine Stratocumulus (DYCOMS-II) field study

(Stevens et al. 2003a) is simulated.

The present study aims to investigate three questions

relating to the predictive skill of LES models in Sc

simulations and the boundary layer physics:

d Why is grid convergence difficult to achieve?
d What parameters control the cloud cover and bound-

ary layer turbulence in the LES?
d How does entrainment depend on numerical model

and physical choices in the LES?

The questions are posed in the context of a specific

LES model and turbulence closure that was shown to

perform well in other boundary layer flows (Matheou

and Chung 2014).

The methodology is centered around a parametric

study that varies both numerical and physical properties

of the system, primarily focusing on atmospheric physics

perturbations rather than variations of parameterization

parameters. This approach is a consequence of the

working hypothesis that asserts that the modeling chal-

lenge is a consequence of the cloud physics. Accord-

ingly, the present approach differs from the numerical

experiments of Stevens et al. (2005), Pedersen et al.

(2016), and Pressel et al. (2017) where an optimal model

setup is sought by exploring different grid aspect ratios,

numerical methods, and turbulence parameterizations.

The present simulations are an extension of the simu-

lations of Matheou and Chung (2014) where an identical

numerical model setup is used to simulate a diverse set

boundary layer types.

Moreover, the design of the present study offers in-

sight into the Sc physics. For instance, it is often, con-

fidently, stated that stratocumulus is driven by cloud-top

radiative cooling (e.g., the first paragraph in Wood

(2012)). But this simple (yet profound) statement raises

several questions regarding the role of radiative forcing

and the comparative roles of surface heat fluxes and

wind shear in driving the mean and turbulent structure

of Sc.

The quality of the LES results is evaluated with re-

spect to 1) measurements from the observational cam-

paign (Stevens et al. 2003a, 2005), 2) grid convergence of

the flow statistics, and 3) the spectral energy distribu-

tion of velocity, temperature, and humidity. It is shown,

for the first time, that a simulation that captures all three

criteria, without employing any ad hoc model choices, is

attainable.

The LES model and design of the parametric study

are described in section 2. The results of the simulations

are discussed in section 3. First, the results of the grid

convergence study are presented for simulations with

andwithout radiation.Model validation is also discussed

in section 3a. Perturbation numerical experiments with

respect to buoyancy and surface fluxes are presented in

sections 3b and 3c. The effects of scalar advection

discretization are discussed in section 3d. A detailed

discussion of the entrainment rate is presented in

section 3e and turbulence spectra are presented in

section 3f. Finally, in the conclusion section, answers

to the three main questions posed in the introduction

section are considered.

2. Methodology

a. Large-eddy simulation model

The LES model formulation is typical for shallow

convection studies. However, becausemodel physics are

altered in the parametric study, the governing equations
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are briefly documented.Additional details of the numerical

approximation are described in appendix A. The LES

model of Matheou and Chung (2014) is used. The

Favre-filtered (density weighted) anelastic approx-

imation of the Navier–Stokes equations (Ogura and

Phillips 1962) is numerically integrated on an f plane

({zonal, meridional, vertical} 5 {x1, x2, x3} 5 {x, y, z}).

The conservation equations for mass, momentum, liquid

water potential temperature, and total water, neglecting

resolved-scale viscous terms, are, respectively,
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The Favre-filtered variables are defined as ~f[ rf/r,

where r is the density and the overbar denotes a spa-

tially filtered variable. The thermodynamic variables are

decomposed into a constant potential temperature basic

state, denoted by subscript 0, and a dynamic compo-

nent. Accordingly, u0 is the constant basic-state poten-

tial temperature and r0(z) is the density. The Cartesian

components of the velocity vector and geostrophic wind,

are ui and ug,i, respectively; f 5 [0, 0, f3] is the Coriolis

parameter; and b0 the buoyancy perturbation with re-

spect to the horizontal mean buoyancy. The subgrid-

scale (SGS) terms tij and sj are estimated using the

buoyancy adjusted stretched-vortex subgrid-scalemodel

(Chung and Matheou 2014). The thermodynamic pres-

sure, p, in each grid cell is computed from the sum of the

basic state Exner function,p0(z), plus a contribution due

to the deviation of the horizontal mean from the basic

state, p1(t, z), and the dynamic part p2(t, x, y, z), which

enforces the anelastic constraint Eq. (1),

p5
p

0
1p

1
1p

2

c
p

5
T

u
5

 
p

p
ref

!R/cp

, (5)

where R 5 287.04 J kg21K21 is the gas constant of dry

air, and cp 5 1005 J kg21K21 the specific heat capacity.

The effect of the large-scale environment is included

in the equations for ul and qt through the subsidence

terms and the geostrophic wind. The uniform large-

scale horizontal divergence is denoted byD. The liquid

water potential temperature equation includes radia-

tive heating and cooling through the net radiative flux

Frad divergence.

The subgrid condensation scheme is ‘‘all or nothing’’

(i.e., no partially saturated air in each grid cell is as-

sumed). The thermodynamic state at the grid cell

center is used to classify each grid cell as saturated or

not and determine the corresponding thermodynamic

coefficients for all variables, including those residing at

the cell’s vertices. All water condensate is suspended,

thus no drizzle/precipitation is allowed.

b. Parametric study

1) BASE MODEL SETUP AND PERTURBATION

NUMERICAL EXPERIMENTS

The simulations are based on the LES setup of the

nocturnal Sc observed during the first research flight

(RF01) of the second Dynamics and Chemistry of

Marine Stratocumulus (DYCOMS-II) campaign (Stevens

et al. 2003a) and the base setup follows Stevens et al.

(2005). Even though the base setup is likely the most often

simulated Sc case and it is comparatively simple (does

not include precipitation, diurnal cycle, cloud–aerosol

interactions), the case is a challenging simulation. The

low liquid water path (LWP) and the (purposely chosen)

structure of the boundary layer corresponding to coupled

layer that is close to becoming decoupled requires

skillful models.

All simulations have a doubly periodic computa-

tional domain in the horizontal directions and identical

initial qt and u profiles corresponding to a mixed layer

of zi 5 840-m depth. The computational domain size is

5.1223 1.5 km for all runs. A Rayleigh damping layer is

applied above 1.2 km, to limit gravity wave reflection.

Following Stevens et al. (2005), the simulations are

run for 4 h after initialization, except the highest-

resolution cases that were only run up to t 5 2 h to

conserve computing time. As shown in appendix B, the

results at t 5 2 h are representative of the boundary

layer structure.

In the base case the large-scale horizontal divergence

isD5 3.753 1026 s21. Radiation parameterization and

the buoyancy definition are discussed in the following

two subsections.

Seven parameters are varied in the LES: the grid

spacing, geostrophic wind, divergence, radiation pa-

rameterization, buoyancy formulation, surface fluxes,

and the scalar advection numerical method. The parameter
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variations are grouped in Table 1 into three broad

objectives labeled: ‘‘grid convergence,’’ ‘‘entrain-

ment,’’ and ‘‘cloud amount and turbulence.’’ The

objectives correspond to the main questions posed in

the introduction. A total of 16 LES runs were carried

out and are summarized in Table 2 and Fig. 1. Each

run is labeled as Xn, where X is a letter corresponding

to the perturbation experiment (see Fig. 1) and n a number

that denotes the grid resolution.

2) GRID RESOLUTION

Five grid resolutions are used Dx5 1.25, 2.5, 5, 10, and

20m.All grids are uniform and isotropic (i.e.,Dx5Dy5
Dz). Runs with Dx 5 1.25m are labeled X1, Dx 5 2.5m

labeledX2, etc. The highest-resolution simulations have

20 billion grid cells, thus are computationally challeng-

ing. Series A runs (Table 2) follow the configuration

of Stevens et al. (2005) and explore the effects of grid

resolution.

3) RADIATIVE FLUX

The net longwave radiative flux is parameterized as

(Stevens et al. 2005)

F
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where zi(t, x, y) is the column-wise inversion height,

Q(z
1
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2
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ðz2
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r r
l
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and rl is the liquid water mixing ratio. The values of the

constants are F0 5 70Wm22, F1 5 22Wm22, k 5
85m2kg21, and az 5 1m24/3. The radiation parame-

terization causes strong cooling in a thin layer (;10m)

at the cloud top and small heating near the cloud base.

The radiation flux is calculated at each model time step

column-wise.

A set of runs, series B, was carried out without ra-

diation by setting Frad 5 0 in the model to explore the

impact of cloud-top radiative cooling. Radiation is

expected to have a strong impact on the turbulent

flow structure because cloud-top cooling is a significant

source of buoyancy.Moreover, because of the exponential

TABLE 1. Links between the study’s questions and the model parameters. Table entries correspond to the simulation cases.

Objective

Parameter

Dx Frad Buoyancy Surface flux Numerics

Grid convergence A B

Entrainment A B C H

Cloud amount and turbulence A B C D, E, F, G

TABLE 2. Summary of the cases simulated. The grid spacing is denoted by Dx,Nx5Ny andNz are the number of horizontal and vertical

grid points, respectively, ‘‘Wind’’ corresponds to forcing with the geostrophic wind ug or no wind (i.e., nomean surface shear). Simulations

without radiation have null radiative flux at all model levels, denoted by Frad 5 0. A modified buoyancy variable [Eq. (10)] is used in case

C3. Surface sensible and latent heat fluxes are either spatially uniform, denoted by ‘‘prescribed,’’ dynamically estimated at each grid cell

using MOST, or zero wuy 5 0, For all runs Dx 5 Dy 5 Dz.

Run Dx Nx Nz Wind D 3 1026 (s21) Radiation Buoyancy Surface fluxes Scalar advection

A1 1.25 4096 1200 ug 3.75 Eq. (6) Multiphase Prescribed QUICK

A2 2.5 2048 600 ug 3.75 Eq. (6) Multiphase Prescribed QUICK

A3 5 1024 300 ug 3.75 Eq. (6) Multiphase Prescribed QUICK

A4 10 512 150 ug 3.75 Eq. (6) Multiphase Prescribed QUICK

A5 20 256 75 ug 3.75 Eq. (6) Multiphase Prescribed QUICK

B1 1.25 4096 1200 ug 3.75 Frad 5 0 Multiphase Prescribed QUICK

B2 2.5 2048 600 ug 3.75 Frad 5 0 Multiphase Prescribed QUICK

B3 5 1024 300 ug 3.75 Frad 5 0 Multiphase Prescribed QUICK

B4 10 512 150 ug 3.75 Frad 5 0 Multiphase Prescribed QUICK

B5 20 256 75 ug 3.75 Frad 5 0 Multiphase Prescribed QUICK

C3 5 1024 300 ug 3.75 Eq. (6) Modified Prescribed QUICK

D3 5 1024 300 ug 0 Eq. (6) Multiphase wuy 5 0 QUICK

E3 5 1024 300 0 0 Eq. (6) Multiphase wuy 5 0 QUICK

F3 5 1024 300 ug 0 Frad 5 0 Multiphase wuy 5 0 QUICK

G1 1.25 4096 1200 ug 3.75 Eq. (6) Multiphase MOST QUICK

H3 5 1024 300 ug 3.75 Eq. (6) Multiphase Prescribed Centered
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dependence of Frad on LWP, radiation strongly links

the thermodynamic structure with momentum leading

to feedbacks between cloud amount and turbulence

generation.

4) BUOYANCY

One of the main difficulties in LES of the DYCOMS-

II RF01 case is the dissipation of cloud and associated

reduction of LWP. The cloud dissipation can be a model

artifact caused, for instance, by excessive cloud-topmixing

with the drier free troposphere, but also because of cloud

physics, such as the cloud-top entrainment instability

(CTEI) (Deardorff 1980; Randall 1980). To examine the

effects of the two-phase flow in the simulations a mod-

ified definition of buoyancy is used.

In the standard LES model, buoyancy is defined

proportional to deviations of virtual potential temper-

ature uy from its instantaneous horizontal average h~uyi,

b0 5 gr
0

~u
y
2 h~u

y
i

u
0

. (8)

The virtual potential temperature is

u
y
5 u[11 (R

m
/R2 1)r2 r

l
] , (9)

where r is the water vapor mixing ratio and Rm 5
461.5 J kg21K21 the gas constant of water vapor.

In run C3, uy is modified

u
y,mod

5 u
l
[11 (R

m
/R2 1)q

t
] . (10)

The modified uy is similar to its definition for air without

condensate with ul and qt in the place of u and r. Effec-

tively, uy,mod makes the buoyancy term behave as if the

boundary layer is a dry convective one by excluding la-

tent heat exchange. Accordingly, in run C3 the turbu-

lent virtual potential temperature flux wuy is calculated

from the wul and wqt fluxes by assuming unsaturated air

(Cuijpers and Duynkerke 1993).

5) SURFACE FLUXES AND SHEAR

In the base case, that is, the model setup of Stevens

et al. (2005), the surface sensible and latent heat fluxes

FIG. 1. Physical processes in the simulation cases. The top left label corresponds to the case (see Table 2). The shading of the cloud top

denotes runs with radiation. A corrugated cloud top represents the buoyancy reversal instability (BRI). The cloud-top height variations

are exaggerated to show the upward deformation of the inversion surface when updrafts impinge on the free troposphere and the

downward deformation in the region of entrainment events.
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are spatially uniform and constant in time and their

values are 15 and 115Wm22, respectively. The mo-

mentum fluxes are dynamically computed in each grid

cell using Monin–Obukhov similarity theory (MOST).

Cases A, B, and H use the surface flux parameterization

of Stevens et al. (2005).

A key feature of stratocumulus is the generation of

convective motions by cloud-top radiative cooling

(Stevens 2005; Wood 2012). Two main sources of

buoyancy are present in the base case: surface heat

fluxes and cloud-top cooling. In Cases D, E, and F the

surface buoyancy flux is set to zero (by imposing zero

sensible and latent heat fluxes). Thus, only cloud-top

generated convective motions are present in Cases D,

E, and F, whereas Cases A, B, and C include surface

buoyancy flux. Flow visualizations of base case show

strong surface-generated convection (Matheou et al.

2017). Thus, a null surface buoyancy flux is expected

to have a large impact.

Because the growth rate of the boundary layer is sig-

nificantly reduced when surface heat fluxes are zero, the

large-scale divergence is set to zero in cases D, E, and F

to avoid a decreasing boundary layer depth with time. In

the base case, subsidence approximately balances the

entrainment rate and the boundary layer depth slightly

increases during the simulation.

The cases with variations of the surface flux (D, E, and

F) examine the impact of different turbulence genera-

tion mechanisms.

Case D is identical to the base case but with sensible

and latent heat fluxes set to zero. Surface momentum

fluxes are computed using MOST. Shear near the sur-

face and buoyancy from cloud-top radiative cooling are

the main turbulence sources.

Case E is similar to case D but without the mean shear

turbulence production. This is accomplished by setting

the geostrophic wind and initial wind profile to zero.

Case F is similar to caseDbut without radiation. Thus,

in case F there is no buoyancy-driven turbulence and

surface shear primarily drives turbulence.

The present approach differs from the usual study of

the relative contribution of terms of the TKE or the

turbulent fluxes equations (e.g., Heinze et al. 2015)

because a physical process decomposition is currently

employed. For instance, the examination of the second-

moment budgets can quantify the contribution of the

local shear production, but from a single run it is difficult

to infer the contributions of surface shear and shear

generated within the updrafts and downdrafts.

Case G differs from the base case by using MOST to

estimate both sensible and latent surface heat fluxes,

in addition to momentum flux, using 292.5 K for the

sea surface temperature (Stevens et al. 2005) and the

Charnock (1955) parameterization for the roughness

length. As shown in Matheou and Chung (2014), us-

ing MOST to estimate the surface fluxes results in a

similar flow as the base case with uniform heat fluxes.

Case G is used to investigate spectra and using a dy-

namic surface flux that adjusts to the local near-surface

flow is expected to yield more representative spectra.

The grid resolution for cases C,D, E, and F isDx5 5m.

The flow statistics are likely not fully converged at

Dx 5 5m based on the results of the grid resolution

study (see section 3a). However, the model results are

representative of the overall flow structure and con-

clusions based on relative differences are expected to

be reliable.

6) SCALAR ADVECTION DISCRETIZATION

Many LES models use positive definite scalar ad-

vection schemes (e.g., Smolarkiewicz and Margolin

1998; Stevens et al. 2005; Sullivan and Patton 2011),

which preserve the local bounds of scalar quantities.

Such methods introduce numerical dissipation, which

can overpower and indiscriminately suppress the SGS

model physics. Conversely, nondissipative schemes

can produce numerical artifacts in the form of spurious

ul and qt under and overshoots above the Sc inversion

due to dispersive errors (Matheou and Dimotakis

2016). This type of numerical error affects the mean

profiles (Matheou and Chung 2014, their Fig. 16) and

can potentially impact the global boundary layer dy-

namics because of the contribution of temperature and

humidity to buoyancy.

Case H3 assesses the impact of numerical errors

from nondissipative scalar advection schemes and uses

the fourth-order centered scheme of Morinishi et al.

(1998) for ul and qt. All other cases use Quadratic

Upstream Interpolation for Convective Kinematics

(QUICK; Leonard 1979), a linear upwinding scheme.

QUICK does not enforce monotonicity (positive def-

initeness) of the advected scalar fields and it is less

dissipative thanmonotone schemes (e.g., Matheou and

Dimotakis 2016). Further details of the scalar advec-

tion discretization are discussed in appendix A.

3. Simulations

a. Grid convergence and cloud-top radiative
cooling feedback

The time traces (Fig. 2) and profiles (Fig. 3) for the

base case show that grid convergence of high-order

statistics is challenging and that not all boundary layer

statistics exhibit the same convergence properties. In

all cases, profiles are instantaneous horizontal averages
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(no time averaging). Even though resolution is varied

by a factor of 16, with a corresponding computational

cost factor of 164, the mean profiles of the conserved

variables, Eqs. (2)–(4), do not significantly depend on

Dx. Moreover, with the exception of the coarsest grid

Dx 5 20m, cloud-base and cloud-top height, and en-

trainment rate are resolution independent (the details

of the entrainment rate grid convergence are further

discussed in section 3e). The subgrid fractions of the

turbulent fluxes are discussed in appendix C. All series

FIG. 2. Time traces of liquid water path, vertically integrated turbulent kinetic energy, cloud cover, and cloud-top

and cloud-base height for series A runs. All runs have identical model configuration but grid resolution varies as

shown in the legend.

FIG. 3. Profiles of zonal wind u and meridional wind y, liquid water potential temperature ul, total water mixing ratio qt, liquid water

mixing ratio rl, buoyancy flux ghwuyiu021, vertical velocity variance hwwi, and turbulent kinetic energy (TKE) at t5 2 h (no time averaging)

for series A runs. Turbulence statistics include the subgrid-scale contribution. All runs have identical model configuration but grid res-

olution varies as shown in the legend. Circles denote observations from Stevens et al. (2005).
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A simulations show awell-mixed layer for u, y, ul, and qt
capped by an inversion.

All simulations have an initial period of adjustment

or ‘‘spin up’’ in the first hour of the run during which

three-dimensional turbulence develops. The established

convection causes horizontal variability within the cloud

with updrafts saturating at different heights causing a

lowering of the cloud-base height and a LWP decrease

with respect to the initial condition (Matheou 2018).

The amount of cloud liquid and turbulent fluxes show

significant variationswith respect toDx. As grid resolution

becomes coarser, rl and the magnitude of hwwi, and tur-

bulent kinetic energy decrease. Moreover, the buoyancy

flux profiles show the turbulence structure of convection

tending toward a decoupled boundary layer when Dx in-

creases with the buoyancy flux attaining negative values

near cloud base.

The statistics for case A shown in Figs. 2 and 3, except

rl and LWP, are essentially identical at the two highest

resolutions, Dx 5 2.5 and 1.25m, and show good

agreement with observations, especially the hwwi pro-
files. The hwwi profiles are somewhat larger than the

observations, but this is likely because the comparison is

at t5 2 h rather than t5 4 h as in Stevens et al. (2005). As

shown in appendix B, hwwi decreases with time. More-

over, some of the differences between the LES and

observations can be because of the approximations of

the physical parameterizations, such as idealized radia-

tion and no cloud droplet sedimentation. Both rl(z) and

LWP appear to be converging with respect to Dx with

the two highest resolutions having 8%difference inLWP.

The two coarsest grids Dx $ 10m have small LWP and

&100% cloud cover, where cloud cover is defined as the

fraction of model columns with rl (x, y, z). 1025 kgkg21

at any level.

Overall, the grid convergence study of the base case

(series A runs) suggests robust model performance with

respect to the mean profiles and entrainment. The con-

vergence rate of cloud liquid and the turbulent fluxes is

slower requiring finer grid resolutions.

The time traces (Fig. 4) and profiles (Fig. 5) of series B

runs, which do not include radiation, show grid inde-

pendent turbulent fluxes and TKE. However, the cloud

liquid shows similar variationwithDx as the seriesA runs.

The large variations of rl, and consequently LWP, are

because rl is diagnosed from qt in the model, thus about

0.5% error in qt corresponds to a 20% error in rl, as-

suming negligible errors in temperature. In the runs

without radiation (series B), the variation of rl with Dx has

small effect on the boundary layer turbulence and appears to

mostly affect hwwi in the cloud layer, likely because of latent
heat release of condensing rising thermals and buoyancy

reversal when cloudy–clear air mixes below the inversion.

In the base case, the radiation flux depends expo-

nentially on rl [Eq. (6)], thus any rl errors are amplified

creating a strong feedback between rl and turbulence

generation in the boundary layer. Comparison of the

TKE traces and profiles, and turbulent fluxes between

series A and B suggests the contribution of radia-

tive cooling. A comparison of Figs. 3 and 5 shows that

FIG. 4. Time traces of liquid water path, vertically integrated turbulent kinetic energy, cloud cover, and cloud-top

and cloud-base height for series B runs. All runs have identical model configuration but grid resolution varies as

shown in the legend. Series B configuration is similar to series A shown in Fig. 2 but does not include radiation.
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radiative cooling contributes about half the TKE in

the upper part (z . 600m) of the boundary layer and

about 2/3 of the vertical velocity variance. Essentially,

the turbulent flux profiles of Fig. 3 span the range be-

tween no radiation and a converged LES with radiation.

b. Buoyancy

Case C3 aims to (artificially) decouple buoyancy from

latent heat exchange effects. Case C3 behaves similar to

a dry convective boundary layer with the addition of the

cloud-top buoyancy source because of radiative cooling.

Thus, it is a ‘‘double’’ convective boundary layer driven by

buoyancy both from the bottom and top.

The comparison of the time traces (Fig. 6) and profiles

(Fig. 7) between cases C3 and A3 shows large differ-

ences, comparable to those between cases A and B. As

shown in the cloud-top trace, case C3 entrains less than

A3, resulting in a cooler and moister boundary with an

increasing LWP and decreasing cloud-base height.

Consequently, the cloud-top radiative cooling and the

resulting buoyancy flux increase leading to a more en-

ergetic boundary layer (i.e., larger TKE and hwwi).
Interestingly, the more vigorous turbulence of case C3

does not result in a higher entrainment rate compared to

case A3. Since case C3 does not include the dynamics of

buoyancy reversal and CTEI, the entrainment reduction

suggests that these mechanisms contribute significantly

to the entrainment rate.

c. Surface fluxes

Figures 8 and 9 compare time traces and profiles at t5
4 h between the three cases with no sensible and latent

heat surface fluxes (D3, E3, and F3).

For the short duration of these runs up to t 5 4 h, the

two cases with a convective component (i.e., cloud-top

radiative cooling, D3 and E3), appear to maintain the

cloud cover and LWP, whereas the cloud is dissipating

for case F3, which is only driven by surface shear. Since

there is no moisture source in cases D–F the cloud will

eventually dissipate because of entrainment of warmer

and dryer air into the boundary layer.

The TKE traces in Fig. 8 and profiles in Fig. 9 sug-

gest that, for the present case, surface-driven convection,

radiative-driven convection, and surface shear contrib-

ute about equally to the entire TKE. This argument is

qualitative, since the system is nonlinear.

The main contribution to hwwi near the surface is

shear and cloud-top radiative cooling in the upper half

of the boundary layer. Even though surface-emanating

convection is not present in cases D3 and E3, hwwi is
comparable to the base case, likely because negatively

buoyant plumes emanating from the top of the boundary

layer extend through the entire depth of the layer to form

convective circulations.

The buoyancy flux profiles (Fig. 9) are similar in the

cloud layer for cases A3, D3, and F3, implying that,

FIG. 5. Profiles of zonal wind u and meridional wind y, liquid water potential temperature ul, total water mixing ratio qt, liquid water

mixing ratio rl, buoyancy flux ghwuyiu021, vertical velocity variance hwwi, and turbulent kinetic energy (TKE) at t5 2 h (no time averaging)

or series B runs. Turbulence statistics include the subgrid-scale contribution. All runs have identical model configuration but grid reso-

lution varies as shown in the legend.
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perhaps as expected, this part of the hwuyi profile de-

pends only on radiative cooling.

d. Scalar advection discretization

In most previous simulations with the present LES

model (e.g., Matheou and Chung 2014; Matheou 2016)

the scalar advection scheme is nondissipative, which

ensures that all dissipation is physical since it is pro-

vided by the SGS model. The nondissipative scheme

generally performs well but in some cases numerical

artifacts are present, typically near strong inversions

(Du; 10K). The combination of two factors 1) high ul
and qt gradients and 2) the strong stability lead to

large dispersive errors, thus ul and qt can attain values

FIG. 6. Time traces of liquid water path, vertically integrated turbulent kinetic energy, cloud cover, and cloud-top and

cloud-base height for casesA3 andC3. In caseC3 buoyancy ismodified and does not include the effects of two-phase flow.

FIG. 7. Profiles of zonal wind u and meridional wind y, liquid water potential temperature ul, total water mixing ratio qt, liquid water

mixing ratio rl, buoyancy flux ghwuyiu021, vertical velocity variance hwwi, and turbulent kinetic energy (TKE) at t5 4 h (no time averaging)

for cases A3 and C3. Turbulence statistics include the subgrid-scale contribution.
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outside of the local bounds. In regions of strongly stratified

flow, the SGSfluxes can become small or even zero, thus no

dissipation is present leading to the creation numerical ar-

tifacts because excessively small scales are generated by the

turbulence cascade. Figure 10 compares case H3, which

uses nondissipative scalar advection, with the base case A3

of the same resolution. The numerical error affects the

mean profiles as a ul overshoot and a qt undershoot with

respect to the free-tropospheric profile above the inversion.

Because a relatively large numerical error is occurring

in a critical part of the flow, it can affect the evolution of

the boundary layer. The profile differences for cases A3

and H3 at t 5 4 h (Fig. 10) show small differences. The

most significant difference is the boundary layer growth

rate between the two cases with the nondissipative

centered scheme resulting in a 9.5-m-deeper boundary

layer by t 5 4 h.

Typically scalars show higher sensitivity to finite dif-

ference scheme dispersion errors compared to the ve-

locity field. Accordingly, no numerical artifacts are

observed in the u and y profiles, even though a non-

dissipative scheme is used for momentum advection.

e. Entrainment

The entrainment rate is estimated using the kinematic

estimate (e.g., Stevens 2002)

E(t)5 dh/dt1Dh(t) , (11)

where h(t) is the height where hqti 5 5 g kg21 and D is

the large-scale divergence, which for some cases is zero

(see Table 2).

Figures 11 and 12 show the entrainment rates for the

two grid resolution studies, the base (series A) and the

cases without radiation (series B), respectively. Because of

undulations of the inversion and the time differencing of

h, the entrainment rate traces are not smooth. In spite

of the jagged curves, Figs. 11 and 12 show finer differences

between the LES runs compared to the cloud-top time

traces of Figs. 2 and 4, in addition to quantifying E(t). For

runs without radiation, entrainment is essentially iden-

tical for all grid resolutions. For the base case the lowest-

resolution run,Dx5 20m, somewhat underentrains (in a

time averaged sense, Fig. 2) with the remaining simula-

tions being in good agreement. The entrainment rate for

the seriesA runs is somewhat higher than the estimate based

on the observations 43 1023ms21 (Stevens et al. 2003b).

The entrainment rate strongly depends on the pres-

ence of radiation in the LES and differs by about a factor

of two between series A and B. However, it appears to

weakly depend on the LWP in the range of the present

simulations. The underentrainment of run A5 may be

because LWP is too low (;10 gm22) to provide signifi-

cant radiative forcing.

The grid resolution study of the entrainment rate does

not support the conclusions of Bretherton et al. (1999)

and Stevens and Bretherton (1999) that the fine structure

FIG. 8. Time traces of liquid water path, vertically integrated turbulent kinetic energy, cloud cover, and cloud-top

and cloud-base height for cases A3, D3, E3, and F3. All cases have Dx5 5m. Case A3 corresponds to the base case,

and cases D3, E3, and F3 have zero surface sensible and latent heat fluxes. Case E3 has nomean surface wind shear,

whereas case F3 has no radiation, turbulence is only generated by surface shear. Note that casesD3, E3, and F3 have

zero large-scale divergence, thus differences in entrainment rate between case A3 and D3–F3 cannot be readily

inferred from the growth rate of the cloud-top height.
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of the inversion must be resolved (Dz, 10m). Thus, the

sensitivity of the entrainment rate with respect to grid

resolution for some LES models is specific to the turbu-

lence parameterization and not a general property of the

LES methodology. In general, the presence of inertial

range scaling at the grid scale is not a requirement of the

LES methodology, as often stated (e.g., Mellado et al.

2018), but an assumption in specific parameterizations

FIG. 9. Profiles of zonal wind u and meridional wind y, liquid water potential temperature ul, total water mixing ratio qt, liquid water

mixing ratio rl, buoyancy flux ghwuyiu021, vertical velocity variance hwwi, and turbulent kinetic energy (TKE) at t5 4 h (no time averaging)

for cases A3, D3, E3, and F3. Turbulence statistics include the subgrid-scale contribution. The mean wind profiles for case E3 are zero.

FIG. 10. Profiles of zonal wind u and meridional wind y, liquid water potential temperature ul, total water mixing ratio qt, liquid water mixing

ratio rl, buoyancy flux ghwuyiu021, vertical velocity variance hwwi, and turbulent kinetic energy (TKE) at t5 4h (no time averaging) for cases A3

and H3. Turbulence statistics include the subgrid-scale contribution. The difference in cloud-top height between the two runs at t5 4h is 9.5m.
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(e.g., Lilly 1967). For instance, the buoyancy adjusted

stretched vortex SGS model used in the current simula-

tions does not assume inertial range scaling at the grid

scale (Chung and Matheou 2014, their Fig. 4). Presently,

LES yields grid-independent entrainment estimates with-

out resolving the finescale structure, which conforms to

one of the hallmarks of turbulence modeling: the large-

scale properties are the rate controlling parameters.

Figure 13 compares E(t) for cases C3, D3, E3, F3, and

H3. Most likely by coincidence, run C3 (modified

buoyancy case) has similar E(t) with runs D3 and H3. A

comparison of run C3 and the corresponding run A3

(Fig. 11) shows that the modified buoyancy definition

leads to a reduction of E by about 40%.

Runs D3 and E3 differ with respect to surface shear

(ug 5 0 in E3) but have statistically identical E(t). The

flow visualizations of Matheou et al. (2017) show that

surface shear only affects the flow structure near the

surface.Moreover, the TKE profiles for cases D3 andE3

(Fig. 9) differ only in the lower half of the boundary

layer. Even though for the present case surface shear

affects the flow structure, including TKE and hwwi (see
Figs. 8 and 9), it has no effect on the entrainment rate.

Turbulence in case F3 is only generated by surface shear

and for the duration of the run the entrainment rate is

negligible. This does not imply zero entrainment for the

shear-driven case because, as shown in Fig. 9, turbulence

has not ‘‘diffused’’ to the boundary layer top by t5 4h. In

all other cases, because of convective motions, shear-

generated turbulence is quickly transported to the bound-

ary layer top and momentum becomes well mixed (Fig. 9).

Case H, which uses a centered advection scalar ad-

vection discretization, has about 10% higher entrain-

ment rate than the A series cases, with the difference

being constant for the duration of the run following the

initial model ‘‘spin up.’’

Overall, for the present cases the entrainment rate

shows no dependence on LWP directly, except some

sensitivity to LWP for very low values ,20 gm22.

However, strong E(t) dependence is observed with

FIG. 11. Grid convergence of entrainment rate for series A runs. FIG. 12. Grid convergence of entrainment rate for series B runs.

FIG. 13. Entrainment rates for C3, D3, E3, F3, and H3 runs.
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respect to processes that depend on the cloud liquid:

radiation and buoyancy.

f. Spectra

The multiscale character of turbulence is examined

through the spectra of u, w, ul, and qt. Data from run G1

at t5 2 h are used (no time averaging is performed). The

one-dimensional energy spectra are computed by taking

the two-dimensional Fourier transform of a variable f

(x, y, z) at constant z, f̂(kx, ky, z), and then averaging

across ky to form Eff (kx, z), where kx is the wave-

number along direction x. This procedure reduces some

of the aliasing of the ky modes onto the low kx wave-

numbers, which is present when spectra are computed

using one-dimensional Fourier transforms.

Figure 14 shows compensated spectra at different

heights, thus horizontal parts of the spectra correspond

to a;k25/3 scaling. The left-columnpanels show spectra at

different heights in the lower half of the boundary layer

and the right column in the upper half. The labels of the x

axis are converted to horizontal length scale, l 5 p/k, to

assist the connection with the boundary layer physics.

However, the x axis remains in terms of increasing wave-

number, therefore the length scale decreases to the right.

FIG. 14. Compensated spectra of (from top to bottom) zonal wind, vertical velocity, liquid water potential

temperature, and total water mixing ratio taken along the zonal direction at various heights. (left) Spectra from the

surface to about half-height of the boundary layer and (right) half-height to the top. All spectra are constructed

from the instantaneous fields at t 5 2 h.
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All spectra decrease quickly at small scales because of

the implicit filteringproperty of thefinite difference scheme

(e.g., Matheou 2016). The beginning of the decreasing part

of Euu and Eqq occurs at larger length scales compared to

Euu and Eww and the drop in spectral energy is higher be-

cause of the numerical dissipation introduced by the scalar

advection scheme. The location of the departure from the

inertial range scaling denotes the effective turbulence res-

olution, which is about 5Dx for the velocity field and 8Dx
for scalars in the present simulations.

A power-law scaling of all variables is observed for

spectra in the region of boundary layer half height. The

scaling is ;k25/3 for u and w (appearing as horizontal

curves in the compensated spectra shown in Fig. 14).

Plante et al. (2016) also observe ;k25/3 scaling of ve-

locity component spectra in the boundary layer in the

analysis of the Physics of Stratocumulus Top (POST)

research campaign observations. The scaling exponent is

somewhat smaller in absolute value forEuu andEqq. The

large scales (low wavenumbers) of Euu and Eqq and es-

pecially Eww are affected by the flow confinement near

the surface and inversion. The effect is stronger for w

since the vertical velocity must approach zero near the

surface and inversion. From the spectra can be inferred

that the fluctuations of ul, qt, andw decrease faster as the

length scale increases near the surface compared to the

region below the inversion, because at the surface w5 0

and no large-scale variations of qt and ul are present

when the sea surface temperature is uniform. In con-

trast, undulations of the inversion surface can cause

large-scale w variations and the combination of large-

scale convective motions and entrainment can result in

large-scale fluctuations of qt and ul below the inversion

(Matheou et al. 2017).

The low-wavenumber range of thew spectra for z, 50m

has zero slope (i.e., k5/3 slope is observed for the com-

pensated spectra in Fig. 14). In the same region, Euu and

Eqq have small in absolute value negative slopes that

approach ;k25/3 for increasing z.

Spectra in previous LES studies (Stevens et al. 2000;

Pedersen et al. 2016, 2018) do not exhibit a well-defined

power-law scaling, likely because of the limited number of

grid points and coarse resolution used. Liquid water mixing

ratio spectra for case G1 are discussed in Matheou (2018).

Overall, in spite of the turbulence being anisotropic

and inhomogeneous in the vertical direction, the spectra

show robust inertial range scaling for at least two de-

cades of length scales.

4. Conclusions

The effects of physical processes and numerical model

parameters on large-eddy simulations of the nocturnal

stratocumulus observed during DYCOMS-II RF01

(Stevens et al. 2003a, 2005) are investigated using a

series of ‘‘perturbation’’ numerical experiments where

both physical and numerical model parameters are

varied. Overall, the simulations show a delicate bal-

ance with physical-process sensitivities amplified by

numerical model features. The delicate nature of the sim-

ulations is likely a consequence of the design of the case,

which is susceptible to decoupling (Stevens et al. 2003a).

A grid converged simulation that agrees with the ob-

servations of Stevens et al. (2005) is only possible at very

fine grid resolutions Dx , 2.5m. However, the simula-

tions also show some robust features, such as the grid

resolution independence of entrainment rate and mean

profiles (except cloud liquid).

In spite of the fine grid resolution requirement for

the convergence of the cloud liquid, the present results

are encouraging for the LES methodology. For the

first time, grid convergence and agreement with all

observations in Stevens et al. (2005), especially with

respect to cloud liquid and vertical velocity variance

[comparison with hwwwi is shown in Matheou (2018)]

is achieved without any model tuning or ad hoc model

choices. The model is used in a standard configura-

tion identical to the simulations in Matheou and

Chung (2014) and does not include any flow adjust-

able parameters. The grid-converged numerical so-

lution illustrates that reliable and accurate modeling

of Sc is attainable.

The study is structured around three main questions

posed in the Introduction. The main deductions can be

summarized as follows.

Why is grid convergence difficult to achieve? The

present simulations show a strong feedback between

cloud liquid amount, cloud-top radiative cooling, and

turbulence in the boundary layer. Because cloud liquid

rl is diagnosed from the two conserved variables, the

total water mixing ratio qt and liquid water potential

temperature ul, even relatively small qt and ul errors

can result in large rl error. In turn, the radiative flux

depends exponentially on rl, thus small errors are

amplified resulting in large buoyancy forcing near the

boundary layer top. In contrast, when the rl–radiation–

buoyancy feedback is not present (i.e., in simulations

without radiation) the turbulence structure of the

boundary layer remains essentially identical for grid

resolutions Dx 5 1.25–20m, even though the amount

of cloud liquid varies significantly with Dx. Grid con-

vergence properties depend on the model formulation,

thus other LES models may exhibit different conver-

gence characteristics.

What parameters control the cloud cover and boundary

layer turbulence in the LES? In the base case, cloud cover,
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liquid water path, and turbulent fluxes primarily depend

on grid resolution because of the cloud liquid–radiation–

buoyancy feedback. Even though the initial condition is

unstable with respect to the Cloud Top Entrainment

Instability (CTEI) criterion (Deardorff 1980; Randall

1980; Stevens et al. 2003a), all sufficiently resolved

simulations maintain a solid cloud deck for the dura-

tion of the run, including cases with zero surface sen-

sible and latent heat fluxes. This is consistent with

cloud-top process-scale modeling results which sug-

gest that cloud-top evaporative cooling cannot lead

to a runaway cloud evaporation (Mellado 2010; Van

der Dussen et al. 2014). Even though cloud-top radi-

ative cooling is presented as a central attribute of

stratocumulus (e.g., Wood 2012; Mellado 2017), the

present simulations suggest all three main sources of

turbulence (surface buoyancy flux, cloud-top radiative

cooling, and surface shear) substantially contribute to

the total vertically integrated turbulent kinetic energy

(TKE) of the boundary layer. For the duration of the

runs, simulations without radiative cooling maintain a

stratiform cloud and well-mixed mean profiles but with a

decoupled buoyancy flux profile. The present study shows

unequivocally (likely for the first time, since it uniquely

blends numerical convergence and convergence toward

observations) the essential role that cloud-top radiative

cooling plays in the turbulent structure of the stratocu-

mulus boundary layer.

How does entrainment depend on numerical model

and physical choices in the LES? In contrast to pre-

vious stratocumulus simulations (Bretherton et al.

1999; Stevens and Bretherton 1999; Stevens et al. 2000)

the entrainment rate does not depend on grid resolu-

tion, similar to LES of ‘‘dry’’ (without condensate)

convective boundary layers (e.g., Sullivan and Patton

2011; Matheou and Chung 2014). In agreement with

the model ensemble results of Stevens et al. (2005), the

entrainment rate does not depend on LWP when

LWP . 20 gm22, but the degree of decoupling (based

on the minimum of the buoyancy flux near cloud base)

continuously depends on LWP. Entrainment was ob-

served to strongly depend on the physical processes

(e.g., radiation, surface buoyancy flux, and buoyancy

formulation). The buoyancy perturbation run suggests

that the buoyancy reversal instability of the cloud

top significantly enhances the entrainment rate. En-

trainment was observed to somewhat depend on the

properties of the scalar advection scheme because of

numerical artifacts near the inversion. Overall, the

present results challenge some of the conclusions of

previous studies that the inversion structure details

must be explicitly resolved.

Turbulence spectra of the velocity components, liquid

water potential temperature, and total water mixing

ratio exhibit inertial range scaling away from the con-

finement effects of the surface and inversion. The scaling

exponent, which spans more than two decades, is 25/3

for the velocity components and somewhat smaller in

absolute value for the total water mixing ratio and the

liquid water potential temperature.
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FIG. B1. Profiles of liquid water mixing ratio rl, buoyancy flux ghwuyiu021, vertical velocity variance hwwi, and turbulent kinetic energy

(TKE) at t 5 2, 3, and 4 h (no time averaging) for case A2. Circles denote observations.
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APPENDIX A

Numerical Discretization

The governing equations [Eqs. (1)–(4)] are discretized

on an Arakawa C (staggered) grid (Harlow and Welch

1965; Arakawa and Lamb 1977; Matheou et al. 2011).

The fully conservative four-order advection scheme of

Morinishi et al. (1998) is used for momentum advection,

the Quadratic Upstream Interpolation for Convective

Kinematics (QUICK; Leonard 1979) is used for ul and qt
advection for all simulations except case H3, which

utilizes the centered-differences fourth-order advection

of Morinishi et al. (1998). For all cases, regardless of the

order of the advection scheme, second-order centered

differences are used to approximate the spatial deriva-

tives of the subgrid-scale model terms. The semidiscrete

system of equations is advanced in time using the third-

order Runge–Kutta of Spalart et al. (1991).

QUICK (Leonard 1979), a linear upwinding scheme,

is used for scalar advection. QUICK does not en-

force monotonicity (positive definiteness) of the

advected scalar fields and it is less dissipative than

monotone schemes (e.g., Matheou and Dimotakis

2016). Thus, QUICK is presently viewed as a com-

promise between nondissipative schemes, which

produce large numerical errors and positive definite

schemes that introduce large quantities of numerical

dissipation.

The scalar advection terms are approximated by
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APPENDIX B

Time Variability of Boundary Layer Profiles

The highest-resolution cases A1 and B1 are only

ran up to t 5 2 h instead of the full length of the

simulation to t 5 4 h as the other cases. To assess the

representativeness of flow statistics at t 5 2 h, Fig. B1

compares profiles of four second-order statistics

for case A2 (the highest-resolution case ran the full

length) at t 5 2, 3, and 4 h. Even though the boundary

layer is not statistically stationary and slowly evolves

for the entire duration of the simulation, the differ-

ences between t5 2 h and t5 4 h are small. The largest

differences are observed in the vertical velocity variance,

which decreases with time. The profiles at t 5 3h, the in-

termediate value of the hwwi profiles, are in better agree-

ment with the observational data. Thus, agreement hwwi

FIG. C1. Subgrid-scale fraction of turbulent kinetic energy and

total water vertical flux at t 5 2 h (no time averaging) for series A

runs. Lines are as in Fig. 3.
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between LES and observations in Fig. 3 likely improves for

later times.

APPENDIX C

Subgrid-Scale Turbulent Kinetic Energy and
Moisture Flux Fractions

The fraction of the subgrid-scale (SGS) turbulent ki-

netic energy and total water vertical flux for case A runs

at t 5 2 h (no time averaging) are shown in Fig. C1. For

all grid resolutions the SGS contributions are small away

from the inversion and surface. Turbulence becomes less

resolved with respect to Dx near the inversion and

surface because the vertical scale of the largest turbu-

lent motions is reduced. The three lowest-resolution

runs exhibit spurious TKE spikes above the inversion.

The total water turbulent flux SGS fractions follow the

grid resolution criterion of Matheou and Chung (2014):

about 90% of the turbulent flux must be resolved in

stably stratified turbulent flow LES.
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